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IGT can be used for…

Language preservation Linguistic research
Moeller et al. (2020); Bender et al. (2013)

Language technologies 
(MT, tagging, parsers)

Zhou et al. (2019); Georgi (2016)



Creating annotated corpora requires 
significant effort and cost

Morphological segmentation

Stem translation

Maintaining a standardized format

Annotating novel phenomena

Re-glossing the same morphemes many times
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Human Annotator

ML models can reduce annotator effort
Palmer & Baldridge (2009)



Many approaches have been used to 
automate gloss prediction

MaxEnt Classifier
Palmer & Baldridge (2009)

Rule-Based Parsing
Bender et al. (2014)

CRFs
Moeller & Hulden (2018); McMillan-Major (2018)

RNNs
Moeller & Hulden (2018)

Transformers
Zhao et al. (2020)



How can we improve automated glossing systems?
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2023 SIGMORPHON Shared Task

Ginn et al. (2023)



2023 SIGMORPHON Shared Task

• First public task for IGT glossing models 

• Participants built systems for predicting glosses given transcriptions and 
(in some cases) translations



2023 SIGMORPHON Shared Task

Open Track

los gato-s corr-en

the-PL cat-PL run-3PL

Closed Track

los gatos corren

the-PL cat-PL run-3PL



2023 SIGMORPHON Shared Task
Languages

Arapaho 
175k tokens

Gitksan 
1k tokens

Lezgi 
9k tokens

Natugu 
12k tokens

Nyangbo 
11k tokens

Tsez 
47k tokens

Uspanteko 
45k tokens



2023 SIGMORPHON Shared Task
Teams

COATES LSTM Encoder-Decoder

LISNTeam Hybrid CRF-Neural

SigMoreFun Multilingual Pretrained Transformers

TeamSiggyMorph BiLSTM, ByT5

Tü-CL Straight-through gradient estimation, 

hard attention



2023 SIGMORPHON Shared Task
Results

Closed Track



2023 SIGMORPHON Shared Task
Results

Open Track



2023 SIGMORPHON Shared Task
Observations

• Hard attention (Girrback, 2023) is highly effective at the joint 
segmentation and glossing task 

• Also provides an interpretable model 

• Multilingual training (He et al., 2023) can provide benefits to low-resource 
languages



What challenges remain with automated 
IGT systems?
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Robust Generalization

Robust Generalization Strategies for Morpheme Glossing in an Endangered Language  
Documentation Setting. Ginn and Palmer, 2023. 



Robust Generalization

• IGT corpora are often the product of a single documentation project 

• Represent a limited domain of text (genre, speaker, etc) 

• IGT models must generalize well to unseen texts for future documentation 
projects



Robust Generalization

Uspanteko corpus from Palmer et al. (2009)

12k lines

29 docs

Stories

Historical narratives
Personal anecdotes

Advice

We evaluate generalization by 
splitting our dataset by text genre



Robust Generalization
We evaluate generalization by 
splitting our dataset by text genre
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Robust Generalization
ID data is used for training and eval, 

and OOD is used for eval and testing

In-distribution

Out-of-distribution

Train
5k lines ID Eval

2.1k lines
OOD Eval

2.1k lines

Test
2.1k lines



Robust Generalization

We demonstrate that the OOD data 
performs worse for language 

modeling and gloss generation.

ID Eval
2.1k lines

OOD Eval
2.1k lines

Perplexity: 77.8
Accuracy: 84.5

Perplexity: 94.0
Accuracy: 74.6



Evaluating generalization is critical for 
robust IGT systems that can be used in 
documentation projects.
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Generalization Strategies

Weight Decay 

Masked Language Modeling for OOV Tokens 

Iterative Pseudo-Labeling



Weight Decay
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Higher weight decay helps 
regularization and  

avoiding overfitting.
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Masked Language Modeling for OOV Tokens

• Out-of-vocabulary tokens are a greater cause of error in OOD texts  

• OOD: 6.2% vs ID: 3.0% 

• Transformer glossing models may not handle OOV morphemes well 

• We can often recover gloss from context



Masked Language Modeling for OOV Tokens

Token Classifier BERT

Morphemes

Denoised Glosses

MLM BERT

We train a masked language 
model on gloss sequences and 

apply it to the output of the 
token classifier.

We achieve  
limited improvement (0.2%)



Generalization Strategies

Weight Decay 
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Iterative Pseudo-Labeling



Iterative Pseudo-Labeling

OOD Eval

PredictedGlosses
Top x%highestconfidence

Predict

Re-train

Glossing BERT
Use glossing model to do 

inference on OOD data

Select top x% of 
predictions by 
confidence and  

add to training set

Repeat!



Results



Discussion

• Training strategies can improve robustness a limited amount 

• Distributional shift remains a difficult problem for IGT models
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Multilingual Glossing

GlossLM: Multilingual Pretraining for Low-Resource Interlinear Glossing. 
Ginn et al., 2024. 



Can we leverage IGT across languages 
to improve automated glossing?



He et al. (2023) Okabe & Yvon (2024) Ginn et al. (2024)

ByT5 pretrained on 
ODIN corpus 

CRF trained on 
IMTVault corpus 

ByT5 pretrained on 
GlossLM corpus
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UraTyp 
35 langs   1.7k rows


Norvik et al. (2022)

Guarani Corpus 
1 lang   803 rows


Zubizarreta (2023)
GlossLM Corpus

1.8k langs  451k rows

Standardized punctuation and formatting

Translation language verification

Filtering of low-quality rows



GlossLM Corpus



GlossLM Training

Pretrained ByT5 Pretrained GlossLM

Pretraining on 
GlossLM Corpus

Finetuned Model

Finetuning on Language-
Specific Corpus



Evaluation Languages

GlossLM Pretraining Corpus

“In-Domain”  
Languages

arp ddo
usp

“Out-of-Domain”  
Languages

git lez

ntu nyb



How well does the pretrained model 
perform on seen languages?
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* we focus on the unsegmented “closed-track” setting



How well does the pretrained model perform on seen languages?

• Generally very close to SOTA 

• Model does not seem to suffer from “curse of multilinguality” 

• What about after finetuning?



Does IGT pretraining help for  
finetuning models on new languages?
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How do fine-tuned GlossLM models 
compare to SOTA?
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Discussion

• Pretrained model is very competent 

• Finetuned models are even better! 

• Benefits from pretraining
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Can LLM-based glossing systems be controllable?



Can LLM-based glossing systems be cost-efficient?



Can LLM-based glossing systems be cost-efficient?



Summary

• Automated IGT Glossing models are becoming more capable with modern 
techniques 

• IGT models must be robust to distributional shift for real-world usage 

• IGT models can benefit from multilingual training



This material is based upon work supported by the National Science Foundation under Grant No. 2149404, “CAREER: 
From One Language to Another”. Any opinions, findings, and conclusions or recommendations expressed in this 
material are those of the authors and do not necessarily reflect the views of the National Science Foundation.

Thank you!


